Abstract

The electrical behavior of high-power, high-frequency power devices is dramatically affected by heat generation caused due to interactions between energetic electrons and the lattice. It is critical that these interactions are taken into account when attempting to predict the electrical behavior of these devices. Since the hydrodynamic model follows the mass, momentum and energy transfer between the electrons/holes and phonons, it is capable of simultaneously predicting the electrical and thermal performance of these devices. This model is accurate and computationally efficient when properly correlated material parameters are available. In this work, a preliminary hydrodynamic transport device solver capable of accurately predicting the thermal and electrical performance of SiC devices is presented.
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Nomenclature

\( AC \)  
Acoustic phonon heat capacity, J/kg-K

\( C_{LO} \)  
Optical phonon heat capacity, J/kg-K

\( E \)  
Electric field, V/m

\( e \)  
Elementary (electron) charge, \( 1.60217653 \times 10^{-19} \) C

\( k_A \)  
Acoustic phonon thermal conductivity, W/m-K

\( k_B \)  
Boltzmann constant, \( 1.381 \times 10^{-23} \) J/K

\( k_e \)  
Electron thermal conductivity, W/m-K

\( m^* \)  
Electron effective mass, kg

\( n \) or \( n_d \)  
Electron concentration rate, m\(^{-3}\)

\( N_A \)  
Doping rate of holes, m\(^{-3}\)

\( N_D \)  
Doping rate of electrons, m\(^{-3}\)

\( p \)  
Hole concentration rate, m\(^{-3}\)

\( t \)  
Time, s

\( T_A \)  
Acoustic phonon temperature, K

\( T_e \)  
Electron temperature, K

\( T_{LO} \)  
LO-phonon temperature, K

Greek

\( \dot{\gamma} \)  
Phonon emission rates, 1/s

\( \varepsilon \)  
Permittivity, F/m

\( \mu_e \)  
Electron mobility, m\(^2\)/V-s

\( \mu_p \)  
Hole mobility, m\(^2\)/V-s

\( v_D \)  
Electron drift velocity, m/s

\( \tau_{e-LO} \)  
Electron - optical phonon energy relaxation time, s

\( \tau_{LO-A} \)  
Optical - acoustic phonon energy relaxation time, s

\( \tau_m \)  
Electron momentum relaxation time, s

1. Introduction

In recent years, silicon carbide (SiC) devices are reaching a level of performance that affords significant advantages in high-power switching applications relative to silicon due to their high breakdown voltage, low on-resistance and high thermal conductivity [1-8]. To address the reliability issues associated with high device temperatures, the self-heating effects in SiC-based high-power switching devices needs to be characterized. The heat generation rate in such devices is low to moderate in the off-state and on-state, but intense bursts of power occur during the short switching transitions (20-50 ns). Accurate prediction of the junction temperatures requires a transient thermal model.

The drift-diffusion model is the core in most device simulation packages, which provides robust steady-state simulation in conventional silicon based devices where constant device temperatures are assumed. To update the device temperatures, a simple thermal model based on Fourier’s Law is solved separately after the electrical analyses. This method cannot handle the transient heat generation and the instant effects of temperature change on the electrical behavior. A better solution is to couple an equilibrium energy model with the electrical model. This model assumes thermal equilibrium between electrons and phonons. This assumption is proper in most cases except during fast transitions and velocity overshoot. During the non-equilibrium heat generation and transfer, the temperature rise in electrons is much faster and greater than that in phonons, which alters the electrical behavior concurrently. In addition, since most of the mature device solvers were first developed...
and fine-tuned for silicon and gallium arsenide, convergence problems arise when new materials such as SiC or GaN are implemented.

Therefore, in this paper we report a preliminary modeling effort using a hydrodynamic approach for improved accuracy in predicting device temperatures in SiC-based power devices. In order to establish a robust transient solver, a steady-state solver was first established. The preliminary results and issues encountered in the modeling are reported in this paper. In future work, the time derivative term will be added to the solver.

2. Model Description

The hydrodynamic approach [9,10] captures the non-equilibrium energy transfer which is ignored by the drift-diffusion approach. The hydrodynamic approach is derived from the first three moments of the Boltzmann Transport Equation (BTE), rather than the first two as in the drift-diffusion approach. The first and second moments of the BTE describe the mass and momentum conservation. The third moment accounts for the energy conservation between electrons and phonons. The Poisson equation, which solves the electro-potential changes in a device, along with the BTEs makes up the hydrodynamic device model. By solving this model, the electric potential, the electron number density (current) and the temperatures of electrons and phonons are updated simultaneously. The model is composed of six equations [11]:

\[
\nabla^2 \psi = -\frac{e}{\varepsilon_s} (N_D - n) 
\]

where \( \nabla^2 \psi = -\nabla \cdot (n \mu \vec{E}) \) and \( \nabla \cdot (p \mu \vec{E}) \)

\[
\frac{\partial n}{\partial t} - \nabla \cdot (n \mu \vec{E}) = \frac{\mu}{e} \nabla (nk_b T_e) = 0 
\]

\[
\frac{\partial p}{\partial t} - \nabla \cdot (p \mu \vec{E}) = \frac{\mu}{e} \nabla (pk_b T_e) = 0 
\]

\[
\frac{\partial T_e}{\partial t} + \nabla \cdot (\vec{v}_T \cdot T_e) = \frac{1}{3} T_e \nabla \cdot \vec{v} + \frac{2}{3k_b} \nabla \cdot (k_e \nabla T_e) 
\]

\[
+ \frac{m^* v^2}{3k_b} \left( \frac{2}{\tau_m} - \frac{1}{\tau_{v-LO}} \right) \frac{T_e - T_{LO}}{\tau_{v-LO}} 
\]

\[
C_{LO} \frac{\partial T_{LO}}{\partial t} = \frac{3}{2} nk_b \frac{T_e - T_{LO}^2}{\tau_{v-LO}} + \frac{nm^* v^2}{2\tau_{v-LO}} - C_{LO} \frac{T_{LO} - T_A}{\tau_{v-LO}} 
\]

\[
C_A \frac{\partial T_A}{\partial t} = \nabla \cdot (k_A \nabla T_A) + C_{LO} \frac{T_{LO} - T_A}{\tau_{v-LO}} 
\]

In this study, a two-dimensional steady-state numerical simulation was carried out as follows: first, the equilibrium electrostatic potential of the device was solved from the Poisson equation (Eq.1). Then the Poisson (Eq.1) and the continuity equations (Eq.2 and Eq.3) for both electron and hole number densities were solved. Once convergence was reached, the results were passed on to the energy conservation equations Eq.4-Eq.6. The outcome temperatures were fed back to the electrical solver (Eq.2-Eq.4) until convergence was reached. A control volume method was used to discretize the equations. Gummel’s method [12] was used to decouple the nonlinear equation system. The Scharfetter-Gummel algorithm [13] was used for solving the momentum and energy equations. The mesh size was chosen to be smaller than the Debye length to reduce the error due to discretization [14].

![Figure 1: Energy relaxation times \( \tau \) (1 / phonon emission rates \( \gamma \)) for 4H-SiC. (a) Electron-LO phonon energy relaxation time is a function of electron temperatures and doping rates. (b) LO– acoustic phonon energy relaxation time is a function of LO-phonon temperature.](image)
acoustic phonons to transfer the heat to the ambient. The relaxation time between the LO-phonons and acoustic phonons are about 5–50 ps as Figure 1(b) indicated. It takes another 1 ms – 1 s for the acoustic phonons to travel to the boundary of the package. Therefore, if the transitions are short enough, non-equilibrium energy transfer can occur. Electrons can be much hotter than the phonons. Since the electron mobility is related with the electron temperature, ignore the electron temperature can lead to false prediction in electrical outputs.

Figure 2: Drift velocity in 4H-SiC is a function of electric field, electron number density $n_d$ and electron temperature $T_e$. In the low field region, the drift velocity is proportional to the electric field. In the high field, the drift saturates and becomes independent of the electron number density and electron temperature.

Figure 3: A simple SiC MOSFET device for validation (1μm x 0.6μm)

Figure 3 shows a cross sectional view of a simple MOSFET device for validation. This is a normal-off MOSFET. When no gate voltage is applied (off-state), current flow between the source and drain is blocked. When a gate voltage is applied (on-state), an inversion layer of electrons appears in the p-doped region under the gate and forms the channel. Electrons flow into the device via the source contact, through the channel underneath the oxide layer, and then flow out from the drain contact.

3. Preliminary Results

Due to the complexity of the model, the validation of the device solver was divided into two steps. In the first step, only the electrical part was solved. Once validated, the thermal part was then coupled. The results are presented in the following part.

3.1. Electrical Solver

The electrical solver assumed that the device temperature was uniform and constant. Figure 4 and Figure 5 show the calculated results from the electrical solver. The calculated electrostatic potential in Figure 4(a) is for a drain to source voltage of 2.6 V and a gate to source voltage of -1 V. Responding to the applied bias, the electrons redistributed in the device (Figure 4(b)). No electron channel is formed under this condition. This is the OFF-state. In Figure 5(a), the drain to source voltage is 0.1 V and the gate to source voltage is 5V. The applied bias expelled the holes under the gate and an electron channel is formed in Figure 5(b).

Figure 4: OFF-state (Vds = 2.6V, Vgs = -1V). (a) Potential V, Volts; (b) electron number density n, cm$^{-3}$ in log scale

Figure 5: ON-state (Vds = 0.1V, Vgs = 5V). (a) Potential V, Volts; (b) electron number density n, cm$^{-3}$ in log scale

The calculated I-V curves for the MOSFET device under different gate voltages (1 V, 5 V, 10 V, and 15 V) is shown in Figure 6 and compared with experiments from [7]. The trend of drain currents varying in response to the applied bias agrees with experiments. The size of the reference device was larger than ours. In practice, drain currents are inversely proportional to the device sizes. Under Vgs = 10V and Vds = 3V, the drain current was 1 A/m from our device, and it was 0.1 A/m from
the reference device. Therefore, the preliminary results from our solver were reasonable both in magnitude and behavior. More validations with experiments are needed.

Figure 6: Calculated I-V curve under varying gate bias (1V, 5V, 10V, 15V)

At elevated bias, our solver slowed down and had difficulty in converging. This is because the coupling between equations gets stronger as the bias increases. Gummel’s method is less robust at high bias. Instead, at high bias, Newton’s method needs to be used after the initial iterations to improve the computational efficiency. This hybrid method will be implemented in future work.

3.2. Preliminary Electrical and Thermal Coupled solver

In reality, the device temperature is neither uniform nor constant. By coupling a set of energy conservation equations (Eq.4 – Eq.6) to the electrical solver, more accurate device temperatures and the electrical behavior can be predicted. The preliminary results for the electro-thermal coupled solver are shown in Figure 7. The applied gate to source voltage is 10 V, and the drain to source voltage is 2.2 V.

Figure 7(a) shows the electric field of the device, where high electric field occurs under the gate.

Figure 7(b) shows the electron number density. The highest electron density appears under the oxide layer and SiC interface; this is the location of the electron channel.

Figure 7(c) shows the electron current density. High current density only appears in the channel while the rest of the device has no current.

Figure 7(d) shows the electron temperature. The maximum electron temperature increases significantly from 300 K to 3000 K in the channel toward the drain side. The location of the hot spot and the magnitude of the maximum electron temperature agreed with the results from [15,16], where similar sizes GaAs and GaN MESFETs were simulated. However, at high bias, numerical error is introduced into the channel as the hole number density becomes very close to zero. This error affected the electron temperature solver, as can be seen in the channel in Figure 7(d). The error quickly propagated and inhibited the iterations between the energy solvers. Remedy for this error by applying numerical filters is under investigation.

Figure 7: Calculated result under Vds = 2.2 V and Vgs = 10V. (a) Electric field E, V/m; (b) electron number density n, cm-3 in log scale; (c) electron current density J, A/m2; (d) electron temperature Te, K.

4. Conclusions

SiC-based devices have superior performance in high-voltage power switching applications due to their high breakdown voltage, low on-resistance and high thermal conductivity. However severe self-heating occurs during the short switching transitions (20-50 ns). Therefore, accurate transient modeling of the device temperature is critical to address the device reliability.

The paper presents the preliminary effort toward developing a transient device solver using the hydrodynamic approach. In this approach, the electrical and thermal models (six non-linear PDEs) are solved concurrently to capture the interactions between the electrical outputs and the device
temperatures. To reduce the complexity of the problem, validation of the solver was performed step by step. First, the steady-state electrical model was established and validated. Then the electrical model was coupled with a steady-state thermal model to build a complete steady-state device solver. Later, time derivative terms will be added back to the steady-state solver to make it transient. Once validated, the solver will be fine-tuned to adapt different device structures and various types of SiCs. The preliminary results and issues for the first two steps are discussed in this paper. Reasonable electrical behaviors and outputs were generated from the steady-state electrical solver. When coupled with the electron energy solver, proper location and magnitude of the electron temperature was obtained. More work and validation are needed to fix the convergence issue and numerical error occurred under high applied bias.
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