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ABSTRACT 
Two-phase cooling technologies, pumped two-phase and 

vapor compression systems in particular are highly desirable 

advanced thermal management systems due to the large amounts 

of heat transfer capabilities available via boiling flow, as well as 

the inherent isothermality of two-phase processes. However, 

two-phase heat exchangers face distinctive challenges such as 

flow boiling instabilities and critical heat flux. In this work, we 

make developments toward a simulation framework to provide a 

real-time capability for thermal modeling, simulation and control 

using embedded software capabilities of Matlab/Simulink. The 

framework utilizes a highly accurate finite control volume 

approach to model two-phase heat exchangers, semi-empirical 

map model for variable speed pump, and one dimensional fluid 

flow model for pipe. The framework is validated experimentally 

under transient heat loads against a pumped two-phase loop with 

two parallel evaporators at Advanced Cooling Technologies, Inc. 

NOMENCLATURE 

𝑚̇ Mass flow rate 

𝐴 Area 

𝑉 Volume 

𝑃 Pressure 

𝐸 Total energy 

𝐶𝑑 Coefficient of discharge 

𝐾 Flow coefficient 

ℎ Enthalpy 

𝜌 Density 

𝛼 Heat transfer coefficient 

𝐶𝑝 Specific heat 

𝜂 Efficiency 

τ Time delay 

 

INTRODUCTION 
 Future electric warships will be equipped with components 

with large, highly transient and pulsed heat loads, including 

directed energy weapons, electromagnetic weapons, electronic 

propulsion, and high energy density radar. To mitigate these heat 

loads, advanced thermal management systems (TMS) 

comprising of two-phase cooling technologies such as pumped 

cooling loops and vapor compression systems, are required. 

 Two-phase heat transfer devices make use of boiling heat 

transfer phenomena that occurs with change of phase from liquid 

to vapor in a coolant (working fluid), resulting in heat removal 

by a fluid flow comprising of a mixture of liquid and vapor 

phase. Utilizing both sensible and latent heat of the coolant 

enables high heat transfer rates and removal of large amounts of 

heat within a limited space. From a design perspective, it is 

necessary to understand the two-phase flow regimes prevalent in 

the mini/microchannel and their thermal implications. When the 

temperature of the entering fluid is lower than the saturation 

temperature, single-phase forced liquid flow continues for a 

finite length. Once the sensible heat absorption raises the 

temperature enough, subcooled boiling occurs in two regions – 

first where boiling occurs along the walls and second where 

vapor bubbles are formed in the core of the microchannel. The 

transition from subcooled boiling, to bubbly flow, slug flow and 

annular flow represents an increase in vapor quality, heat transfer 

coefficient and thermal performance [1]. An annular flow region 

persists until wall dry-out occurs and subsequently results in 

vapor forced convection. Due to lower convective performance 

of vapor this transition results in severely reduced heat transfer 

coefficients due to poor convective performance of the vapor 
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(compared to liquid coolant) [2]. The dry-out induced drop in 

convective heat transfer will dissipate less heat, causing 

temperatures in those regions of the system to increase 

substantially. The thermal limit inducing this condition is called 

critical heat flux (CHF) or boiling crisis. 

The two phase instabilities may be classified (using 

language of dynamics) as stable, static instability, and dynamic 

instability depending on how the new operating conditions 

develop in response to disturbance in flow. If the flow 

asymptotically tends to original conditions it is considered 

stable, if it asymptotically tends to conditions different from 

original it is termed a static instability. Perhaps the best known 

example of static instability is the Ledinegg instability caused by 

a sudden reduction in flow rate [3]. The mechanism of Ledinegg 

instability can explained as follows. When the flow rate is large, 

the flow is liquid single-phase. As the mass flow rate is reduced, 

boiling begins, and deviation from the single-phase liquid starts 

at onset of nuclear boiling (ONB). Further reduction in mass 

flow rate leads to an increase in void fraction (or flow quality). 

The point at which the demand curve is minimum is termed the 

onset of flow instability (OFI). Beyond the OFI point, further 

reduction in mass flow rate can lead to an increase in pressure 

drop and the system is susceptible to this Ledinegg instability. To 

avoid this instability, measures must be taken to ensure to pump 

is sized properly.  

While the modeling the response of various two phase 

components and systems has received substantial attention in the 

last two decades, most of these efforts have been focused on the 

vapor compression systems (VCS) typical to heating, ventilation, 

air conditioning and refrigeration (HVAC&R) applications [4]. 

Only a few recent published studies have addressed the modeling 

of thermal management systems comprising pumped two-phase 

loops [5,6], as well as their control and flow instabilities [7,8]. 

The majority of dynamic modeling studies make use of 

physics-based models for each component of the two-phase 

thermal system, which are integrated appropriately (for each 

component in the thermal cycle) to yield a system level model 

[9,10,11]. Components like compressors, expansion valves, and 

receivers are modeled using conservation equations for the mass 

and energy balance, while the heat exchangers subject to two-

phase flow needs special consideration. Typical approaches for 

modeling two-phase heat exchangers can be categorized as: 

“moving boundary” (MB) or “finite control volume” (FCV) 

models. The MB model assumes a time-varying boundary 

between regions of different fluid state (i.e. subcooled liquid, 

two-phase, or superheated vapor). Separate control volumes are 

considered for each of the fluid regions, and the necessary 

distributed parameters are lumped for each of these regions. The 

FCV model approaches model fluid behavior with extreme detail 

by discretizing the heat exchanger into many zones or cells, and 

applying conservation equations for each sub-volume, as shown 

in Fig. 1. The resulting model lends itself to higher accuracy 

prediction than the MB model; however, it contains many 

differential equations, which increases computation time, with 

the possibility of additional numerical challenges. 

 
Fig. 1: Finite Control Volume (FCV) heat exchanger model [6]. 

Motivated by the need to develop a dynamic simulation 

framework for modeling transient behavior of two-phase TMS 

in environments relevant to future electric ship, we extend the 

capabilities of a framework for modeling Vapor Compression 

Systems (VCS) - HVAC&R Dynamix. The HVAC&R Dynamix 

toolkit was developed utilizing both MB and FCV model [4,12]. 

Dynamix provides a real-time capability for thermal modeling, 

simulation and control using embedded software capabilities of 

Matlab. The Dynamix library was previously developed for 

dynamic modeling of basic vapor compression system (VCS) 

components. In this work, Dynamix library was extended to 

include components of pumped two-phase system, including: 

variable speed positive displacement pump, throttling valves, 

pipe split and merge, FCV evaporator, and FCV liquid cooled 

condenser. 

MATHEMATICAL FORMULATION 
Pump model 

The variable speed pump is modeled with a semi-empirical 

map with varying pump efficiency. The governing equation for 

the pump model is shown in Eq. (1). The volumetric and 

isentropic efficiencies are interpolated as functions of the 

pressure ratio and pump speed from semi empirical maps in Eq. 

(2)-(4). The pump speed is limited in order to capture the 

limitations of real pumps. The pump model requires the 

refrigerant pressures at its inlet and outlet to calculate the 

refrigerant mass flow rate to neighboring components, as shown 

in Fig. 2. 

𝑚̇𝑝 = 𝜔𝑝𝑉𝑝𝜌𝑝𝜂𝑣𝑜𝑙 (1) 

ℎ𝑜𝑢𝑡,𝑖𝑠𝑒𝑛𝑡𝑟𝑜𝑝𝑖𝑐 − ℎ𝑖𝑛

ℎ𝑜𝑢𝑡 − ℎ𝑖𝑛

= 𝜂𝑝 (2) 

𝜂𝑣𝑜𝑙 = 𝑓1(𝑃𝑟𝑎𝑡𝑖𝑜 , 𝜔𝑘) (3) 

𝜂𝑘 = 𝑓2(𝑃𝑟𝑎𝑡𝑖𝑜 , 𝜔𝑘) (4) 

 

 
Fig. 2: Semi-empirical variable speed pump model. 

Throttling valves model 

The throttling device used in the system model is an 

electronic expansion valve, as shown in Fig. 3. The governing 
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equation for the electronic expansion valve model is a modified 

form of the standard orifice flow equation as shown in Eq. (5), 

where 𝑚̇𝑣 is the mass flow rate through the valve, 𝐴𝑣 is the area 

of valve opening and 𝐶𝑑 is the coefficient of discharge. The 

product of the coefficient of discharge and area of valve opening 

is calculated from semi empirical maps as a function of the 

pressure difference, Δ𝑃 = 𝑃𝑖𝑛 − 𝑃𝑜𝑢𝑡 and the percentage valve 

opening input. 

𝑚̇𝑣 = 𝐴𝑣𝐶𝑑√𝜌(𝑃𝑖𝑛 − 𝑃𝑜𝑢𝑡) (5) 

𝐴𝑣𝐶𝑑 = 𝑓(𝑢𝑣, Δ𝑃) (6) 

ℎ𝑣,𝑖𝑛 = ℎ𝑣,𝑜𝑢𝑡 (7) 

 

 
Fig. 3: Electronic Expansion Valve model. 

Pipe split and merge model 

The pipe split model and pipe merge model are developed for 

merging and splitting refrigerant before and after parallel 

evaporators, shown in Fig. 4. The models use several 

assumptions associated with refrigerant flow in the pipes: 

 The pipes are assumed to be long, thin, horizontal tubes. 

 The refrigerant flow through the pipe is modeled as a one 

dimensional fluid flow. 

 Axial conduction of refrigerant is negligible. 

 
Fig. 4: Pipe merge and split models. 

These models include essential effects of transport delay, 

pressure drop, and parasitic heat gain. The pressure drop for 

single phase refrigerant flow through a pipe is calculated using 

the Darcy-Weisbach Eq. (8), while the pressure drop for two-

phase flow is calculated using Wattlet-Chato method [13], shown 

below in Eq. (9) – (13). 

∆𝑃 = 𝐺2𝑓𝑓
𝐿

2000𝐷𝜌
 (8) 

𝐹𝑟𝑙 =
𝐺2

9.82𝐷𝜌2
 (9) 

𝐹𝑟𝑙 < 0.7 ∶   {
Φc1 = 4.172 + 5.48𝐹𝑟𝑙 − 1.564𝐹𝑟𝑙2

Φc2 = 1.773 − 0.169𝐹𝑟𝑙
 (10) 

𝐹𝑟𝑙 ≥ 0.7 ∶   {
Φc1 = 7.242
Φc2 = 1.655

 (11) 

Φ𝑙 = 1.376 + Φ𝑐1 [(
𝜇𝑓

𝜇𝑔
)

0.1

(
𝜌𝑔

𝜌𝑓
)

0.5

(
|1 − 𝑥𝑟𝑖|

𝑥𝑟𝑖
)

0.9

]

Φ𝑐2

 (12) 

Δ𝑃 = 2𝐺2𝑓𝑓(1 − 𝑥𝑟𝑖)
2

𝐿

1000𝐷𝜌
Φ𝑙  (13) 

 

The parasitic heat gain is calculated by applying energy 

conservation along the pipe wall. The outlet enthalpy can then be 

calculated by applying energy conservation to the refrigerant 

along the length of the pipe as shown in Eq. (14) – (15). 

Transport delay becomes significant when trying to properly 

simulate the dynamic response of a system with very long pipes. 

Eq. (16) below calculates the time delay experienced by the fluid 

flowing from the inlet of the pipe to the outlet. This calculated 

value is input into a Simulink time delay block which 

appropriately delays the output of the calculated outlet enthalpy. 

𝑄 = 𝑈𝐴(𝑇𝑎𝑚𝑏 − 𝑇𝑟) (14) 

ℎ𝑜 = ℎ𝑖 +
𝑄

𝑚̇
 (15) 

𝜏 =
𝜌𝐿𝐴𝑐𝑠

𝑚̇
 (16) 

 

For the pipe split, the pressure drop, parasitic heat gain, and 

transport delay equations are then applied from the interface 

outlet to the pipe outlet to calculate the final outlet pressures and 

enthalpies. The divergence interface equations are: 

𝑚̇𝑖 = 𝑚1̇ + 𝑚2̇  (17) 

ℎ𝑖 = ℎ1 = ℎ2 (18) 

𝑃𝑖 = 𝑃1 = 𝑃2 (19) 

 

For the pipe merge model, there are two methods: static and 

dynamic. The static method, which assumes small and uniform 

variations for all inlet pressures, is described in Eq. (21) – (24). 

The 𝛿𝑚̇𝑘 values are calculated during the initialization of the 

model from the orifice Eq. (20) and the steady state conservation 

of mass equation. These 𝛿𝑚̇𝑘 values are then used to calculate 

the inlet mass flow rates from the outlet mass flow rate at each 

time step. The outlet pressure and enthalpy are then calculated 

from a modified version of the orifice equation and the energy 

conservation equation, respectively. The dynamic method is 

describe in Eq. (25) – (27). The static method will not produce 

accurate results for large or non-uniform inlet pressure changes. 

The dynamic method is numerically stiff without a large mixing 

chamber volume. 

𝑚̇𝑘 = 𝐾(𝑃𝑘 − 𝑃𝑜) (20) 

𝑚̇𝑎𝑣𝑔 =
𝑚𝑜̇

𝑛
 (21) 

𝛿𝑚̇𝑘 = 𝑚̇𝑎𝑣𝑔 − 𝑚̇𝑘 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 𝑓𝑜𝑟 𝑘 = 1… 𝑛 (22) 

ℎ𝑜 =
∑ 𝑚̇𝑘ℎ𝑘

𝑛
𝑘=1

𝑚̇𝑜

 (23) 

𝑃𝑜 =
[𝐾 ∑ 𝑃𝑘

𝑛
𝑘=1 − ∑ 𝑚̇𝑘

𝑛
𝑘=1 ]

𝐾𝑛
 (24) 
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[
𝑈̇

𝑚̇𝑖𝑛𝑡
] =

[
 
 
 
 
 ∑ 𝑚̇𝑘ℎ𝑘

𝑛

𝑘=1

− 𝑚̇𝑜ℎ𝑜

∑ 𝑚̇𝑘

𝑛

𝑘=1

− 𝑚̇𝑜
]
 
 
 
 
 

 (25) 

𝑈̇ = 𝑚̇𝑖𝑛𝑡 (
𝜕𝑢𝑖𝑛𝑡

𝜕𝑃
|
𝜌
𝑃̇𝑖𝑛𝑡 + 

𝜕𝑢𝑖𝑛𝑡

𝜕𝜌
|
𝑃

𝜌̇) + 𝑚̇𝑖𝑛𝑡𝑢𝑖𝑛𝑡 (26) 

𝑃𝑜 = 𝑃𝑖𝑛𝑡 = ∫ 𝑃̇𝑖𝑛𝑡 (27) 

 

Heat Exchanger model 

The evaporator and condenser are modeled using the FCV 

approach, allowing for spatially-dependent temperature and fluid 

property gradients. The conservation equations for refrigerant 

mass, refrigerant energy and wall energy can be applied to each 

of the control volumes and the governing equations for the heat 

exchangers can be derived. The heat exchanger allows direct 

input of external heat flux to imitate the electronic heat loads, 

suitable to simulation of a pumped two-phase system. The heat 

exchanger requires mass flow rates to calculate pressure, 

temperature, and enthalpy of working fluid, as shown in Fig. 5. 

 
Fig. 5: Finite Control Volume Evaporator. 

The modeling procedure assumes that the refrigerant 

entering the evaporator is a two phase mixture and the refrigerant 

exiting the heat exchanger is a superheated vapor. While this is 

done only for simplifying the documentation, the model itself 

will not have such limitations. It is further assumed that the 

enthalpy at the outlet of each control volume determines the state 

of the refrigerant in the entire volume. These assumptions lead 

to the presence of a transition region, wherein the refrigerant 

transitions from a two phase mixture to a superheated vapor. 

Consider the equation for conservation of refrigerant energy 

for each control volume. The rate of change of internal energy in 

a control volume, 𝑈̇ is given by Eq. (28) and (29).  

𝑈̇ = 𝐻̇𝑖𝑛 − 𝐻̇𝑜𝑢𝑡 + 𝑄̇𝑤 (28) 

[
 
 
 
 
𝑈̇1

⋮
𝑈̇𝑘

⋮
𝑈̇𝑛]

 
 
 
 

=

[
 
 
 
 

𝑚̇𝑖𝑛ℎ𝑖𝑛 − 𝑚̇1ℎ1 + 𝛼𝑖,1𝐴𝑖,1(𝑇𝑤,1 − 𝑇𝑟,1)  

⋮
𝑚̇𝑘−1ℎ𝑘−1 − 𝑚̇𝑘ℎ𝑘 + 𝛼𝑖,𝑘𝐴𝑖,𝑘(𝑇𝑤,𝑘 − 𝑇𝑟,𝑘)  

⋮
𝑚̇𝑛−1ℎ𝑛−1 − 𝑚̇𝑜𝑢𝑡ℎ𝑛 + 𝛼𝑖,𝑛𝐴𝑖,𝑛(𝑇𝑤,𝑛 − 𝑇𝑟,𝑛) ]

 
 
 
 

 (29) 

 

The equation for conservation of refrigerant mass in each of 

the control volumes is as shown in Eq. (30), which essentially 

states that the rate of change of refrigerant mass in a given 

control volume is the difference of the refrigerant mass entering 

and leaving that control volume. All the equations in Eq. (30) 

can be combined together by adding them and are presented in 

Eq. (31), where 𝑚̇ gives the rate of change of total refrigerant 

mass in the heat exchanger. 

[
 
 
 
 
𝑚̇1

⋮
𝑚̇𝑘

⋮
𝑚̇𝑛]

 
 
 
 

=

[
 
 
 
 

𝑚̇𝑖𝑛 − 𝑚̇1

⋮
𝑚̇𝑘−1 − 𝑚̇𝑘

⋮
𝑚̇𝑛−1 − 𝑚̇𝑜𝑢𝑡  ]

 
 
 
 

 
(30) 

𝑚̇ = 𝑚̇𝑖𝑛 − 𝑚̇𝑜𝑢𝑡 
(31) 

 

The conservation of wall energy in a control volume is given in 

Eq. (32), where 𝐸̇𝑤 is the rate of change of total energy of the 

heat exchanger wall in the control volume considered, 𝑄̇𝑤 is the 

rate of energy leaving the volume through heat transfer to the 

heat exchanger wall and 𝑄̇𝑎 is the rate of energy entering the heat 

exchanger wall through heat transfer from the external fluid. 

Substituting the defined terms in Eq. (32), the equations for 

conservation of tube wall energy for all the control volumes of 

the heat exchanger are presented in Eq. (33). 

𝐸̇𝑤 = 𝑄̇𝑎 − 𝑄̇𝑤 
(32) 

[
 
 
 
 
𝐸̇𝑤,1

⋮
𝐸̇𝑤,𝑘

⋮
𝐸̇𝑤,𝑛]

 
 
 
 

=

[
 
 
 
 
𝛼𝑜,1𝐴𝑜,1(𝑇𝑎,1 − 𝑇𝑤,1)  − 𝛼𝑖,1𝐴𝑖,1(𝑇𝑤,1 − 𝑇𝑟,1)  

⋮
𝛼𝑜,𝑘𝐴𝑜,𝑘(𝑇𝑎,𝑘 − 𝑇𝑤,𝑘) − 𝛼𝑖,𝑘𝐴𝑖,𝑘(𝑇𝑤,𝑘 − 𝑇𝑟,𝑘)  

⋮
𝛼𝑜,𝑛𝐴𝑜,𝑛(𝑇𝑎,𝑛 − 𝑇𝑤,𝑛) − 𝛼𝑖,𝑛𝐴𝑖,𝑛(𝑇𝑤,𝑛 − 𝑇𝑟,𝑛) ]

 
 
 
 

 
(33) 

 

The time derivatives of internal energy can be expressed in 

Eq. (34). Further simplification can be achieved to obtain Eq. 

(35) – (36). The wall energy can be expressed in terms of the 

thermal capacitance and wall temperature, the time derivative, as 

shown in Eq. (37). 

𝑈̇𝑘 = 𝑉𝑘 [(
𝜕𝜌𝑘

𝜕𝑃
|
ℎ𝑘

𝑃̇ +  
𝜕𝜌𝑘

𝜕ℎ𝑘

|
𝑃

ℎ̇𝑘 ) 𝑢𝑘

+ (
𝜕𝑢𝑘

𝜕𝑃
|
ℎ𝑘

𝑃̇ + 
𝜕𝑢𝑘

𝜕ℎ𝑘

|
𝑃

ℎ̇𝑘 ) 𝜌𝑘] 

(34) 

𝑈̇𝑘 = 𝑉𝑘 (
𝜕𝜌𝑘

𝜕𝑃
|
ℎ𝑘

ℎ𝑘 − 1) 𝑃̇ + 𝑉𝑘 (
𝜕𝜌𝑘

𝜕ℎ𝑘
|
𝑃

ℎ𝑘 + 𝜌𝑘) ℎ̇𝑘 (35) 

𝑚̇𝑘 = [(
𝜕𝜌𝑘

𝜕𝑃
|
ℎ𝑘

) 𝑃̇ + (
𝜕𝜌𝑘

𝜕ℎ𝑘

|
𝑃

) ℎ̇𝑘] 𝑉𝑘 (36) 

𝐸̇𝑤,𝑘 = (𝐶𝑝𝜌𝑉)
𝑤
𝑇̇𝑤,𝑘 (37) 

 

Pressure drop calculation is split into two parts: single phase 

and two-phase. The single phase pressure drop is calculated 

using the Darcy-Weisbach method while the two-phase flow 

pressure drop is calculated using the Wattlet-Chato pressure drop 

correlation [13]. The void fraction used in the two-phase 

acceleration pressure drop calculation is calculated using Zivi’s 

form of the slip-ratio-correlated equation [14]. 

The outlet temperature of the external fluid will vary 

depending on the flow condition of the heat exchanger external 

fluid. Conservation of energy is applied to a control region using 

Eq. (38) where the heat transfer rate from the external fluid is 

balanced with the heat transfer rate into the heat exchanger wall. 
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Eq. (38) can be rearranged to solve for the average external fluid 

temperature in the region. 

𝑚̇𝐶𝑝(𝑇𝑎𝑖 − 𝑇𝑎) =  𝛼𝑜𝐴𝑜(1 − 𝑇𝑎𝜇)(𝑇𝑎 − 𝑇𝑤) (38) 

 

Component model verification 

The dynamic response of each component model was 

simulated individually to verify the basic functionality. For 

instance, the dynamic response of the evaporator was verified 

below for step changes in mass flow rate. 

 
Fig. 6: Refrigerant mass flow rate at evaporator. 

 
Fig. 7: Pressure at evaporator. 

 
Fig. 8: Superheat temperature at evaporator. 

Fig. 7 and Fig. 8 represent the dynamic response of an 

individual evaporator when the mass flow rate at the inlet 

increases while keeping the outlet mass flow rate the same, as 

shown in Fig. 6. Consequently, the pressure increased and the 

superheat temperature decreased accordingly to the rise in total 

mass flow rate. Even through the inlet mass flow rate decreased 

to the same level at time t = 300 seconds, the total mass in the 

evaporator increased. The amount of heat providing to the 

evaporator stayed the same, thus the new final pressure 

increased, and the new final superheat temperature decreased. 

 
Fig. 9: Refrigerant mass flow rate at evaporator. 

 
Fig. 10: Pressure at evaporator. 

 
Fig. 11: Superheat temperature at evaporator. 

Fig. 10 and Fig. 11 present the pressure and temperature 

response at the evaporator when the mass flow rate at the outlet 

increases while keeping the inlet mass flow rate the same, as 

shown in Fig. 9. Conversely, the pressure decreased and the 

superheat temperature increased according to the fall in total 

mass flow rate. In conclusion, the evaporator responded 

correctly to the changes in refrigerant mass flow rate. 

EXPERIMENTAL SETUP 
Experimental validation of the dynamic pumped two-phase 

system model was performed at Advanced Cooling 

Technologies, Inc. (ACT), using a scaled pumped two-phase 

system with two parallel mini-channel cold plate evaporators. 

This system is capable of applying heat fluxes in the range of 

300-500 W/cm2, and can generate hard transients due to the 

electrical heating sources. Each cold plate is 19.05 mm in length, 

3.175 mm in height, and 1.5875 mm in width which contains 9 

mini-channels evenly distributed, as shown in Fig. 14. 

Additional restrictor valves were installed behind each 

evaporator to further improve control of refrigerant flow rate. 

Absolute pressure transducers were placed throughout the loop, 

while differential pressure transducers were used to obtain a 

more accurate measure of the pressure drop across the 

evaporators. Additionally, flow meters recorded the flow rate of 
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liquid refrigerant entering each evaporator. A schematic of this 

system is shown in Fig. 12, and the actual test setup is shown in 

Fig. 13. The flow direction is from left to right. 

  
Fig. 12: scaled pumped two-phase system schematic. 

 
Fig. 13: Pumped two-phase system with two parallel evaporators. 

 
Fig. 14: Mini-channel cold plate. 

RESULTS 
System model simulation 

The surrogate two-evaporator system model was 

constructed by integrating suitable component models. The 

corresponding responses for step changes in pump speed are 

included below in Fig. 15 through Fig. 17.  

A pump speed (RPM) step test was performed to verify the 

functionality of the whole system. Fig. 15 presents the step 

decreases in pump speed. Consequently, the system exit pressure 

and refrigerant flow rate at condenser decreased, as shown in Fig. 

16. The decrease in pressure and flow rate lead to step increases 

in exit enthalpy and higher vapor quality, causing drops in wall 

temperature at the evaporator, as shown in Fig. 17. 

 

 
Fig. 15: Pump speed step change. 

 
Fig. 16: (a) System pressure response, and (b) Condenser mass flow 

response. 

 
Fig. 17: (a) Evaporator 1 enthalpy response, and (b) Evaporator wall 

temperature response. 

The corresponding responses for step changes in heat load 

are included below in Fig. 18 through Fig. 21. 

 
Fig. 18: Step changes in heat load applied to evaporator 1. 
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Fig. 19: (a) Evaporators pressure response and (b) Evaporators wall 

temperature response. 

 
Fig. 20: Mass Flow Response of (a) Evaporator 1 and (b) 

Evaporator 2. 

 
Fig. 21: Evaporators enthalpy response of (a) Evaporator 1 and (b) 

Evaporator 2. 

Fig. 18 presents the head load step test on Evaporator 1. As 

expected, an increase in heat load on Evaporator 1 increased its 

pressure and wall temperature, as shown in Fig. 19. Due to 

changes in pressure, the distribution of refrigerant flow was 

altered, causing mass flow rate to drop at Evaporator 1 and 

increase at Evaporator 2, shown in Fig. 20. Finally, the jumps in 

heat load certainly increased enthalpy at Evaporator 1 and affects 

Evaporator 2 negligibly, as shown in Fig. 21. 

 

Experimental validation 

The close loop validation test of the pumped two-phase system 

with two parallel evaporators are shown below in Fig. 23 and 

Fig. 24. The simulation results are presented in solid line and 

experimental results are presented in dashed line, while 

Evaporator 1 is in blue, and Evaporator 2 is in red. The heat load 

applied to Evaporator 1 was changed from 0.164 kW ± 0.05 kW 

to 0.214 kW ± 0.05 kW, as shown in Fig. 22. The confidence 

levels of the measured heat flux, refrigerant temperature, and 

refrigerant flow rate from Fig. 22 to Fig. 24 are over 90 %. 

 
Fig. 22: Simulation vs Experiment: Step change in heat load. 

 
Fig. 23: Simulation vs Experiment: Refrigerant temperature at 

evaporator outlet. 

 
Fig. 24: Simulation vs Experiment: Refrigerant mass flow rate at 

each evaporator. 

Fig. 23 presents the refrigerant temperature at each 

evaporator outlet. The initial temperature of both evaporators 

before the jump in heat flux was measured experimentally at 28.5 

± 0.5 °C, while the simulation result showed 29 °C. In response 

to the jump in heat flux, the refrigerant temperature at Evaporator 

1 outlet increased to 31 ± 0.5 °C (experiment) and 31 °C 

(simulation). Thus, the temperature at Evaporator 1 from 

simulation matched well with the experiment data. However, 

there was a small increase at Evaporator 2 from the simulation 

which was not shown in the experiment. The small increase that 
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was not captured might be caused by the T-type thermocouple 

with 0.5 °C accuracy. 

Fig. 24 presents the refrigerant volumetric flow rate at each 

evaporator in cm3/min (ccm). The initial temperature of both 

evaporators was measured experimentally at 550 ± 50 ccm, while 

the simulation result showed 500 ccm. The increase in heat flux 

decreased the flow rate at Evaporator 1 to 400 ± 50 ccm 

(experiment), and 400 ccm (simulation). Naturally, the system 

was balanced out by increasing the flow rate at Evaporator 2 to 

700 ± 50 ccm (experiment), and 600 ccm (simulation). Again, 

the simulation results agreed well with the experimental results. 

CONCLUSIONS 
Building on previously developed component and system 

level models of a vapor compression system (VCS) in the 

Dynamix toolkit, models were developed for two-phase 

evaporators and liquid cooled condensers using a Finite Control 

Volume (FCV) approach,  modified to allow direct inputs of heat 

flux to emulate electronic cooling loads, and an external fluid to 

simulate a chiller, respectively. The dynamic response of 

component models was simulated individually under step change 

conditions to verify the basic functionality. 

Subsequently, a system model of a multi-evaporator two-

phase cooling system was constructed by integrating the 

individual component models. The multi-evaporator system 

model was then verified through an open-loop simulation with a 

step change in pump speed of the system as well as heat load to 

one of the evaporators. The responses of system pressure, flow 

rate, and evaporators’ wall temperature confirmed the system 

functionality. 

A pumped two-phase loop with two parallel evaporators was 

used to experimentally validate the simulation results. The test 

case was a step increase in heat load to one of the evaporators; 

the heat loads applied were 0.164 kW and 0.214 kW. In both 

simulation and experiment, the refrigerant temperature at the exit 

of Evaporator 1 increased accordingly. Moreover, in both results, 

the refrigerant mass flow rate at Evaporator 1 decreased in 

response to the jump in heat load while the system flow 

distribution was balanced out by increasing the flow rate at the 

Evaporator 2. The agreement between the simulation and 

experimental results successfully demonstrates the extension of 

the Dynamix toolkit to open loop simulations of pumped two-

phase thermal management systems. 
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